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ROOTS OF AI

Aristotle 
(384–322 BCE) 

Organon



ROOTS OF AI

Santiago Ramón y Cajal (1852 -1934)

Cerebral Cortex



WHAT’S AI

• OLD definition: AI is everything we don’t yet know how program

• Now some things that people can’t do:
• unique capabilities (e.g. Style transfer)

• superhuman performance (some areas of speech, vision, games, some QA, etc)

• Current AI Systems can be divided by their kind of capability:
• Skilled (Image recognition, Game Playing (Chess, Atari, Go, DoTA), Driving)

• Attentive (Trading: Aidyia; Senior Care: CareMedia, Driving)

• Knowledgeable, (Google Now, Siri, Watson, Cortana)

• High IQ (Cyc, Soar, Wolfram Alpha)



GOFAI 

• Thought is symbol manipulation

• Large numbers of precisely defined symbols (terms)

• Based on mathematical logic

(implies  

(and 

(isa ?INST1 LegalAgreement) 

(agreeingAgents ?INST1 ?INST2)) 

(isa ?INST2 LegalAgent))

• Problems solved by searching for transformations of symbolic representations 
that lead to a solution



Slow Development



Thinking Quickly 

(System I)
Thinking Slowly

(System II)

Done well by animals and people

Massively parallel algorithms

Done poorly until now by computers

Not impressive to ordinary people

Human Superpower c.f. other 

animals

Serial and slow

Done poorly by most people

Impressive (prizes, high pay)

Achieved on computers by high-

power, low density, slow 

simulation of vastly different 

neural hardware

Fundamental design principle of 

computers 

Computer superpower c.f. 

human

"Sir, an animal’s reasoning is like a dog's walking on his hind legs. It is not 

done well; but you are surprised to find it done at all.“  - apologies to Samuel 

Johnson

&Recurrent Deep Learning Deep Reasoning



MACHINE LEARNING

• Meaning is implicit in the data

• Thought is the transformation of learned representations

http://karpathy.github.io/2015/05/21/rnn-

effectiveness/



MACHINE LEARNING: GPT-2

• Meaning is implicit in the data

• Thought is the transformation of learned representations

SCENE II. The same. Court of Pandarus' house. 
Enter TROILUS and CRESSIDA 
CRESSIDA Come, come, beshrew your heart! 
you'll ne'er be good, Nor suffer others. 
PANDARUS Ah, what is thy humour? 
CRESSIDA All you that see me, what does your 
wife say?
PANDARUS Does she say what? 
CRESSIDA Your wife says that the worst rascal 
of all 
Has not yet come to dine. 
PANDARUS To dine! 'tis the biggest villain 
Who can see another to dinner. 
CRESSIDA What does your wife say?

SCENE II. The same. Court of Pandarus' house. 
Enter TROILUS and CRESSIDA 
CRESSIDA Come, come, beshrew your heart! you'll 
ne'er be good, Nor suffer others. 
PANDARUS Ha! ha! Alas, poor wretch! ah, poor 
capocchia!
hast not slept to-night? would he not, a naughty
man, let it sleep? a bugbear take him!
CRESSIDA Did not I tell you? Would he were knock'd i' 
the head!

Knocking within
Who's that at door? good uncle, go and see.
My lord, come you again into my chamber:
You smile and mock me, as if I meant naughtily

.

Troilus and Cressida, Act 4 Scene 2. Maybe.



REASONING AND PERCEPTION

http://googleresearch.blogspot.com/2014/11/a-picture-is-worth-thousand-coherent.html



WINNING

http://mashable.com/2015/08/29/computer-photos/#HcSaLeWp5mqU

http://yann.lecun.com/exdb/publis/pdf/sermanet-ijcnn-11.pdf

James the photographer - http://flickr.com/photos/22453761@N00/592436598/

http://www.psfk.com/2015/03/ibm-watson-cognitive-computing-democratizing-expertise-healthcare-industry.html

http://flickr.com/photos/jamesthephotographer/
http://flickr.com/photos/22453761@N00/592436598/


BUT WHAT HAPPENED TO KNOWLEDGE 
AND REASONING?

&

HOW CAN WE COMBINE THEM WITH 
SKILLS AND LEARNING?

Current AI falls significantly short of human-problem solving, including 
question-answering: it does not recursively decompose problems for 
solution, it does not follow that decomposition to assemble answers, 
and it does not store and apply salient background knowledge for 
decomposition, partial solution, or answer composition. 



It’s a city if it’s the
capital of a country

It’s a city if it has more than 70000
inhabitants

Is Honolulu the
capital of a country?

Nope

X is number of inhabitants
of Honolulu

X > 70000

and

or

351800 is the number of 
inhabitants of Honolulu (2016) 351800 > 70000

It’s a city 
because
>70000 

Yes
Is Honolulu a City?

Between 1845 and 
1893 yes.



SYMBOLIC KNOWLEDGE
(TEXT-LIKE)

Mathematical 
Logic

Computer 
Programs

Careful Legal 
Language

Scientific 
Writing

Formal 
Narrative

Informal 
Narrative

Fiction

Poetry & 
Song

High precision and reliable reuse,
Low expressiveness

Low precision and usability
High expressiveness



Relational 
Graphs

Circuit 
Diagrams

General 
Graphs

Architectural 
drawings

Scientific 
Figures

Photographs 
and video

Representational 
Art

Conceptual 
Art

Abstract Art

High precision and reliable reuse,
Low expressiveness

Low precision and usability
High expressiveness

SYMBOLIC KNOWLEDGE
(PICTURE-LIKE)



TIMELINE FOR THE FUTURE

• Large Scale Reasoning

• Assistants

• Better than human speech

• General Conversation

• Better than human translation

• Broadly capable robotics

• Broadly capably corporate AI

• General superintelligence



BROAD CONCERNS

• Loss of constrained sensing and manipulation jobs

• Loss of constrained intellectual jobs

• Consequential grossly unequal access to resources

• Broad job loss

• Broad loss of human control over corporations

• Concentrated rent-seeking over AI value production

• General inutility of humans (how to recognize inherent value)

• Superintelligence – general loss of human autonomy



LEGAL QUESTIONS

• Legal Status of AI Systems

• “IP” and its effects on constructed minds

• Universal enforceability and legal decision making
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